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Abstract  

In this work, an approach for establishment of class membership in complex systems is 

reported. The classification is based on adaptive recognition facilitating the discovery of pattern 

features that make them distinct from objects belonging to different classes. By viewing a 

pattern as a representation of extracts of information regarding various features of an object, 

most traditional recognition methods tend to achieve categorization by identifying the 

resemblances amongst the class members. In this work, a different view of classification is 

presented. The classification is based on identification of distinctive features of patterns. It 

argues that the basic functioning of the established methods also implies that the members of 

different classes have different values for some or all of such features expressing the objects 

under consideration. That is, the categorization can also be based on recognition of 

dissimilarities and distinctions between the objects fitting in different classes. Our proposed 

approach in based on identifying such charactering dissimilarities, which will then form the 

distinctive features of patterns and objects. In other words, objects are classified as members of 

a particular class if they possess some features, which make them distinguished from other 

objects present in the universe of objects. The proposed approach and its language work in a 

general manner. Consequently, the corresponding codes can be developed and utilized as a 

general adaptive pattern recognition scheme. The generality of the approach proposed in this 

work, makes it applicable to many classification and pattern recognition problems encountered 

in complex systems. 
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Introduction 
 

In essence, a pattern can be considered as 

an extract of information regarding various 

characteristics or features of an object, 

state of a system, and the like. The pattern 

of an object with n features under 

consideration, is normally represented as 

an n-dimensional vector, p
x

. Classification 

can then be regarded as the act of 

partitioning the feature space into K
1

 regions or classes, and identification of 

necessary and sufficient conditions that 

describe membership criteria for each 

class, C
x

. Many methods and surveys of 

these methods for such adaptive pattern  

 

recognitions do exist, for example see 

classical titles such as, Lee (1988), Therrein 

(1989), and Pao (1989). 

 

To improve recognition rate and to reduce 

misclassification error, particularly when 

dealing with situations that the number of 

classes is large, or cannot be pre-

determined, some researchers have 

suggested clustering. For example, based 

on their similarities, the patterns are 

mapped into a generalized indicator vector. 

In turn, this is then combined with a 

standard search tree method for 

categorization and recognition purposes as 

discussed for instance by Wilkes (1993) 

and more recently by Vaucher (2008) or 
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Wang (2010). Another proposed method 

explained in Basri (1993), is to find a 

pattern prototype – a typical example of 

some classes – and use that for establishing 

the category of a new pattern, before 

comparing it with all other examples of that 

category to recover its specific identity.  

 

Other researchers have suggested the use 

of some distance metric to computes a 

similarity index between the patterns first, 

before merging close objects with each 

other. Some examples of such approaches 

are those discussed in Kurosawa (2008) 

and Jin, et al (2010). The index is then used 

to compute the center of the group 

comprising of the merged objects. 

Subsequently, the centers are taken as the 

representative pattern for each group. The 

process is carried out in a recursive fashion 

on the representative patterns, until the 

number of centers stabilizes. The ensuing 

hierarchy and centers are then used for 

efficient recognition of newly encountered 

patterns. These techniques and their 

modified versions are further explained in 

Commike (1991) and Todd (2007).  

 

Clearly, it will be beneficial to have 

classification processes that can easily 

manage addition of new features and 

categories, with capabilities to process 

information in parallel, able to adjust 

themselves based on their previous 

experience or misclassifications. Such 

classifiers are able to adapt themselves to 

new feature spaces, able to partition such 

spaces adaptively. Adaptive pattern 

recognition approaches can be successfully 

utilized in many areas of industrial and 

research significance. In particular, they 

can be applied to areas such as the 

development of knowledge-based and 

expert systems, fault diagnosis and 

management of complex systems. This is a 

mature but ongoing field of research with 

good explanations available in Mourot 

(1993), Zhao (2005), and Shahrestani 

(2009). Some implementations of expert 

systems for specific purposes can be found 

in Zheng (2006) and Long (2008).  

 

Generally speaking, systems relying on 

heuristic rules are considered to be fragile. 

More specifically, for new situation falling 

outside the rules, they are unable to 

function and fresh rules have to be 

generated. Thus, a very large knowledge 

base must be created and stored for 

retrieval purposes. As discussed in 

Shahrestani (1995), in general, heuristic 

rules are hard to come up with and are 

always incomplete. The rules are usually 

inconsistent – no two experts come up with 

the same set. 

 

In this work, which is an extension of 

author’s previous works, discussed for 

instance in Shahrestani (1994) and 

Shahrestani (2005), objects are classiDied 

as members of a particular class if they 

possess some features which make them 

distinguished from other objects present in 

the universe of objects. The paper will also 

show that by making use of the distinctive 

features and their corresponding values, 

classification of all patterns, even for 

complex systems, can be accomplished. 

These are further discussed in the 

remainder of this paper. The proposed 

approach along with selection of distinctive 

features is discussed in the following 

section. This is followed by a discussion on 

the advantages and limits of the proposed 

negative recognition approach. The last 

section presents the conclusions. 

 

Adaptive Classification and Recognition  

 

The need for the utilization of artificially 

intelligent approaches in classification and 

categorization is already well established. 

In general, the classification process 

involves a combination of issues relating to 

amount of available information and their 

complexity. In this context various new 

requirements need to be met by 

categorization solutions. Some of these 

requirements are mentioned in this 

section, while some possible enabling 

approaches for complying with them are 

discussed in later parts.  

 

The interest in building machines and 

systems with human-like capabilities has 

lead to considerable research activity and 

results. Important features of human 

capabilities that researchers are interested 

in implementing in artificial systems 

include learning, adaptability, self-
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organization, cognition (and recognition), 

reasoning, planning, decision making, 

action, and the like. All of which are related 

to intelligence. These research activities 

form the core of Artificial Intelligence (AI), 

for instance see Wilson (2007).  The 

overwhelming amount of information that 

is available in most modern system 

environments requires new approaches to 

managing problems in such systems.  

 

Many problems that may not have been 

traditionally resolved through classification 

techniques can benefit from categorization 

to narrow them down to more manageable 

sub-problems. AI techniques can help in 

both the categorization process. As well as 

resolving the resulting sub-problem. 

Pattern recognition is the ability to 

perceive structure in some data; it is one of 

the aspects common to all AI methods. The 

raw input data is pre-processed to form a 

pattern. A pattern is an extract of 

information regarding various 

characteristics or features of an object, 

state of a system, etc. Patterns either 

implicitly or explicitly contain names and 

values of features, and if they exist, 

relationships among features. The entire 

act of recognition can be carried out in two 

steps. In the first step a particular 

manifestation of an object is described in 

terms of suitably selected features. The 

second step, which is much easier than the 

first one, is to define and implement an 

unambiguous mapping of these features 

into class--membership space.  

 

Patterns whose feature values are real 

numbers can be viewed as vectors in n-

dimensional space, where n is the number 

of features in each pattern. With this 

representation, each pattern corresponds 

to a point in the n-dimensional metric 

feature space. In such a space, distance 

between two points indicates similarities 

(or differences) of the corresponding two 

patterns. Partitioning the feature space by 

any of the many available methods; e.g. 

maximum likelihood, K-nearest neighbors, 

decision surfaces and discriminate 

functions then carry out the actual 

classification. 

 

Negative Recognition and Pattern 

Classification  

 

The majority of pattern recognition 

methods start the classification them on 

the basis of similarities among objects or 

patterns representing them. Undoubtedly, 

patterns representing the same class of 

objects should have characteristics and at 

least some feature values in common. But 

reasonably, patterns describing members 

of distinct classes must have different 

values for one more of these features, as 

further discussed in author’s previous 

work, Shahrestani (1994). In other words, 

objects can be categorized to be members 

of a particular class if they have some 

distinctive features that distinguish them 

from other objects under consideration. 

Consequently, the categorization process 

can be carried out through negative 

recognition that is on the basis of 

differences. The approach proposed in this 

work, is based on identifying features that 

are distinctive for some objects in the 

universe of objects being considered. To do 

this, objects which have some distinctive 

features, differences with all other objects, 

are put in one group.  

 

To achieve the classification, the first step 

in implementing negative recognition, is 

identification of characteristics that 

distinguish each class from other classes 

within the training set. Such characteristics 

correspond to the distinctive features of 

the objects or patterns. In other words, 

objects can be classified as members of a 

particular class if they have some 

distinctive features making them 

distinguished from other objects present in 

the universe of objects. Consequently, it is 

also reasonable to start categorization on 

the basis of differences, or through negative 

recognition. That is, place objects or classes 

which have some evident differences, or 

distinctive features, from all other objects 

or classes, into one group. It should be 

noted that a feature that may be distinctive 

for a class, among a particular set of 

classes, is not necessarily distinctive in 

another set which also includes that 

particular class.  
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The main objective of this approach is to 

find distinctive features, or differences of 

each class with other classes present in the 

training set. If these are not evident for all 

classes in the set, smaller subsets are 

formed, so that exploration of distinctive 

features is facilitated.  It should be noted 

that a feature that may be distinctive for a 

class, among a particular set of classes, is 

not necessarily distinctive in another set 

which also includes that particular class. 

Consider α
i
 to be the set of K

i
 classes under 

consideration, or the universe of discourse. 

In this universe, let the l
th

 pattern p
al

 

representing class C
a

(∈α
i
) have n features: 

 , whose corresponding values 

are:  

 
Now, if for class C

a
, represented by qa 

patterns, there are m distinctive features, 

these distinctive features are the ones 

whose values are the same in all patterns 

belonging to the same class, and their 

values are different in patterns 

representing any other class. That is:   

 

For j=1, 2, …, n when the j
th

 feature is 

distinct: 

 

 (1) 

 

Furthermore, these features can be found 

by considering all patterns representing 

classes in α
i
 and using: 

 

For all t =1, 2, ..., qa   v
 t

aj  does not 

change;  

 

and for any l =1,2,...,qa and for each 

r=1,2,...,Ki  where r≠a: 

 

If conditions (2) are satisDied then the j
th

 

feature is distinct for class C
a

.  Based on the 

identification of distinctive features an n 

dimensional vector, mi,a   is defined as: 

m
i
a = {m1,m2,...,mn} 

 

where for j=1,  2, …,n: 

 

m
j
=1     if the j

th
 feature is distinct, and 

m
j
=0     otherwise.                             (3) 

 

We refer to this vector as the mask vector. 

Any single pattern p
al

, along with the mask 

vector mi,a, can be used to establish the 

necessary and sufficient conditions for 

pattern recognition and ascertaining if an 

object is a member of class C
a

 or not. The 

index i of the mask vector, is to signify that 

the set α
i
 has been used in finding it, and it 

will be called mask type. By making use of 

the masks and the values of the features, 

signified by them, class identification of 

new patterns can be carried out. During 

supervised sessions, which can be for 

machine knowledge base expansion, if the 

class of a new pattern is unidentified or 

misclassified (by machine), the new pattern 

can be added to the training set, to initiate 

masks updating. It will be shown that if the 

grouping of classes is not to be altered by 

this addition, to update the masks, only a 

fast and partial recalculation is necessary. 

 

For the small number of trivial cases when 

class C
c
 is only one present in the set α

i
, it 

is obvious that all the existing features in 

the pattern representing this single class 

must be considered as the distinct ones.  In 

other words, for such a case, if representing 

class C
c
, requires q

c
 patterns pc1, pc 2, ..., 

pcq,, the Dirst part of the conditions in (2) 

are sufficient to find  the features of 

interest. Using those conditions, simply 

mean the resulting mask vector will be 

found as 

 

m
i
c ={1,1,...,1}.                     (4) 

 

Now, if α
i
 consists of two classes C

a
 and C

b
, 

with each represented by a number of 

patterns, it is easy to see that using (2) and 
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(3), the identification of mask vectors 

amount to the following 

 

C
a

=C
b
⇒mi,a=mi,b=0.                    (5) 

mi,a=mi,b≠0⇒C
a

≠C
b

.                    (6)  

 

As far as the implementation is concerned, 

these mean that each pattern is contrasted 

with the rest of the patterns that form the 

training set. This way, by using relation (2), 

the distinctive features of that pattern can 

be identified. These features will then be 

used to form the mask vectors of type one, 

which in turn are utilized for further class 

identification purposes through relation 

(3). A mask of type one corresponds to the 

most general case. It implies that the 

identified features by the mask are 

distinctive of this particular class among all 

classes present in the training set. This 

gives rise to the following classification 

rule.  

 
Any pattern is in the same class as the 

pattern in the training set, if they have 

the same value for any feature 

distinguished by the corresponding 

mask.  

 

Consequently, the necessary and sufficient 

set of conditions that can differentiate and 

express all the members of any given class, 

can be actually described by any pattern in 

that class provided its mask vector can be 

found.  

 

If each and every pattern cannot be 

associated with a mask of type one, higher 

type masks will need to be established. To 

find type two masks, first the patterns 

representing classes with type one masks 

will be eliminated from the training set. 

After that the same process as the one for 

finding masks of type one is repeated on 

this new smaller training set. The 

classification rule will then be as follows. 

  
If the pattern is not a member of any 

class with a type one mask, then it is in 

the same class as the pattern in the 

training set, if they have the same value 

for any feature distinguished by the 

mask (of type two).  

 

The whole process is repeated until 

classification rules for all classes present in 

the training set have been found. As 

described previously, this amounts to 

establishing a mask of some type for all of 

classes in the original training set.  

 

Implementation Considerations 

  

The proposed approach and its language 

work in a general manner. Consequently, 

the corresponding codes can be developed 

and utilized as a general adaptive pattern 

recognition scheme. This has clear 

advantages, as the suitability and 

performance of the approach and the 

related algorithms can be tested using 

previously evaluated data, and then be 

used in many other domains. The proposed 

approach appears to be applicable to many 

classification problems encountered in 

complex systems that may be solved by 

artificial intelligence techniques. This 

approach does not depend on heuristics 

that may result in partial rules. 

Consequently, for a broad range of cases, 

only the firing of a single rule will set the 

necessary and sufficient conditions for 

establishing class membership of an object. 

 

Only two rather straightforward routines 

for input-output manipulations are 

required for any new situation. The inputs 

file manager will normally get the data 

output from another system. Depending on 

the nature of the problem, the inputs file 

handling system may also need to do some 

data management itself. It will then do the 

appropriate formatting of the features, to 

get the patterns into their required format. 

It will then write them into an intermediary 

file, which will in turn be read by the actual 

classification. As the proposed approach 

easily furnishes for it, basic machine 

procedures form the core decision making 

routines. This results in a fast and reliable 

code. The output file manager gets the 

result from the intermediary file, and 

simply converts it into a suitable form for 

the required action – print out, corrective 

action, and so forth. 

 

Although the proposed methodology is 

rather straight forward, but many different 

approaches can be taken for its 
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implementation as a code.  Finding proper 

values and types for the masks is the core 

of the approach described in this work. So, 

the emphasis of the code should be on 

finding these values reliably and quickly. 

For example given a new pattern, there will 

be some mask changes if the pattern cannot 

be identified with previously found masks. 

But even so, the masks might retain their 

previous types. Consequently, execution 

time may be reduced, if the new masks can 

be found within the previous grouping of 

classes. This will be important, for cases 

where the number of classes and/or 

patterns is very large, as with general cases 

in complex systems.  

 

Relation (2) shows that the mask for the 

class that the new pattern is a member of 

will change. As the new pattern has not 

been recognized, some of the features must 

have different values from the previous 

ones. On the other hand, provided the mask 

types are not altered, using the same 

relation is rather trivial. That is, to find the 

new mask, it is just necessary to eliminate 

from the mask vector, the features whose 

values have changed between the new and 

any previously encountered pattern in this 

class. For other classes the masks might 

change by virtue of the second part of 

relation (2). Again any pattern in any 

particular class along with the new pattern 

can be used for that test, and any feature 

whose value is the same can be eliminated 

from the previous mask to arrive at the 

new mask for this class. Of course if any of 

the mask vectors become null in the 

process, all masks must be recalculated. As 

the mask vectors becoming null implies 

that some mask types, and grouping of 

classes, are required to be modified, the 

complete recalculation of masks becomes 

necessary. 

 

The proposed approach and the code based 

on it can act in a general way to recognition 

of patterns adaptively. The required 

knowledge base is compact, the language 

used is quite general, no heuristic approach 

is necessary, and the code is fast and 

reliable. Only two rather simple routines 

for I/O manipulations are needed for any 

new job. The input-file manager gets the 

data output of another system. It may also 

do some data manipulation itself, 

depending on the nature of the problem. It 

will then do the proper packing of the 

features, to get the patterns into their 

required format, and writes them into an 

intermediary file, which will in turn be read 

by the actual code. As the proposed 

approach conveniently allows it, basic 

machine operations are the main decision 

making routines, which results in a fast 

code. The output file manager gets the 

result from another intermediary file, and 

simply converts it into a suitable form for 

the required action – print out, corrective 

action, and so forth. 

 

Training Results and Discussions  

 

If the training set, the first one or the ones 

after some time of code implementation, 

contains large number of noisy patterns in 

a given class, it may happen that the mask 

type for one of the similar classes gets 

improper assignment. Similar classes will 

have patterns which will resemble each 

other very closely. The dynamic status of 

the system may contain valuable 

information, and they can easily be 

implemented in this approach, if the need 

arises. Generally speaking, inclusion of 

such information, will lead to longer 

patterns. 

 

An important issue to consider in 

categorization relates to the fact that in 

many situations, it is possible that different 

objects have similar representative 

patterns. In a very noisy environment the 

representation of objects, may even result 

in patterns that are not evidently distinct. 

In such situations, for the case of similar 

but distinct patterns, a possible solution 

may consist of taking only one pattern from 

such a class, and keep those other rare 

patterns, unidentifiable with the resulting 

mask, in the knowledge base and recognize 

their class membership by a table look up.  

 

Another solution may be to combine these 

classes and associate a mask (and a class 

number) with both of them, and to identify 

them by a table look up. When the patterns 

are not distinct, actually the same pattern is 

representing two classes, so even a 

supervisor will need some other 
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information to identify the class 

membership of the pattern.  

 

The approach will actually remove one of 

these two classes from the set α
i
 to find a 

mask of type i, for the other class. Then 

along with other classes whose masks are 

found, this class is also eliminated from the 

set of classes under consideration, and a 

mask for the other class is found.  

 

This mask will be of a type greater than i. In 

cases like this, all of the classification rules 

should be fired. In other words, conflicts 

should be allowed to rise. Conflicts may 

arise when the (new) pattern can be 

identified as the member of two classes 

with two different mask types. As a single 

distinctive feature is enough to establish 

class membership, for distinct patterns, 

conflicts can be resolved by other features 

which are distinct between the conflicting 

classes. 

 

Conclusions 

 

In this work, a fast and reliable method for 

categorization of patterns that may be 

encountered in complex systems is 

described. The proposed method and 

consequently the code that is based on it 

can act as comprehensive techniques for 

object classification and adaptive pattern 

recognition. The proposed approach and 

the scheme based on it can act as a general 

decision support system for classification 

in complex systems.  

 

The required knowledge base is compact 

and the language used is quite general. The 

approach proposed in this work, has the 

clear advantage of requiring only a single 

rule for achieving the required recognition 

and hence establishing the class 

membership of a given pattern. That is 

because, in contrast to most classification 

systems, which depend on heuristic rules, 

this approach does not resort to any 

heuristic rule. 
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