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Introduction 

 

An automated essay scoring system (AES) aims to 
automate the evaluation of students’ long 
response to open-ended questions, thereby 
reducing the burden on teachers in terms of time 
and effort. It also helps to make distance learning 
more effective as stated by Mizumoto et al (2023). 
To ensure maximum reliability, these systems try 
to simulate the evaluation process followed by 
humans. Thus, essays must be assessed on all 
levels: style, lexical, semantic, and contextual. 

However, contextual analysis of a long text 
remains the most challenging task, especially 
when dealing with a language as difficult to 
process, such as Arabic. 

 
Recently, proposals based on machine learning 
and deep learning have shown promising 
advances in terms of results. Nevertheless, despite 
progress in this field, a literature review by 
Ramesh et al (2022) reveals that current AES 
systems face significant challenges when it comes 
to effectively analyzing the contextual subtleties 
within essays. These obstacles include the need to 

Abstract  

 

In recent years, automated essay scoring systems have seen significant progress, particularly with the 
integration of deep learning algorithms. This shift marks a move away from the traditional focus on 
style and grammar to a more in-depth analysis of text content. Despite these advancements, there 
remains a limited exploration of the essay's relevance to the prompts, especially in the context of the 
Arabic language. In response to this lack, we propose a novel approach for scoring the relevance 
between essays and prompts. Specifically, our aim is to assign a score reflecting the degree of adequacy 
of the student's long answer to the open-ended question. Our Arabic-language proposal builds upon 
AraBERT, the Arabic version of BERT, and enhanced with specially developed handcrafted features. On 
a positive note, our approach yielded promising results, showing a correlation rate of 0.88 with human 
scores. 
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analyze coherence and cohesion in evaluation, the 
development of ideas evoked by the student and 
the relevance of the essay’s content to the prompt. 
Similarly, when addressing the Arabic language, 
proposals in this area remain relatively limited.  

 
In this context, we intend to present a new 
approach aimed at evaluating the relevance of 
essays written in Arabic language and produced 
by primary school students in response to a given 
prompt. In fact, we mean by “evaluation of the 
relevance of the essay to the prompt” the scoring 
of how well the essay’s content addresses the 
question’s requirements. 
 
Our proposal is based on the use of the BERT deep 
learning algorithm, which is recognized for its 
performance in this field but so far not well 
exploited for the Arabic language. Additionally, 
we aim to enhance BERT with handcrafted 
features. These especially developed features 
have emerged from multiple contextual analyses 
associated with the concept of ‘relevance’.  
 
The remainder of the paper is organized as 
follows: in section 2, we present some related 
works. We then delve into our proposed 
methodology in section 3, followed by our 
experiments and results in section 4. We conclude 
with a discussion and future works in the last 
section. 

Related Works   

 

Recent research in the field of Automated Essay 
Scoring systems has made significant progress. 
This proposal deals more deeply with the 
contextual characteristics of the essays, as 
discussed in the review by Jong et al (2023). 
Among the criteria examined, coherence was the 
most frequently studied. This concept is explored 
in different works, including Zupanc et al (2014), 
Li et al (2018), Farag et al (2018), Tay et al. 
(2018), Palma et al (2018) and Ramesh et al 
(2022). In contrast, Crossley et al (2013) and 
Salim et al (2019) focus more on cohesion. 
Additionally, Persing et al (2014) present an essay 
scoring system that considers the adherence of 
the content to the prompt. However, according to 
Ramesh et al (2022), while AES systems have 
progressed in considering these contextual 
criteria, there are still challenges to achieve a 
rating as competitive as that performed by an 
experienced human evaluator. 
 
For the Arabic language, research in this direction 
is still late, especially as few studies have used 

deep learning and, in general, the scoring of essays 
is based on features as outlined by Machhout et al 
(2021). Thus, Alqahtani et al (2019) proposed a 
rule-based system that defines an outline based 
on evaluation criteria inspired by Arabic literary 
resources and the experiences of university 
teachers. The criteria include spelling, grammar, 
structure, cohesion, style, and punctuation. The 
advantage of this study is that it takes into account 
two contextual criteria, namely coherence and 
style. The average accuracy of this proposal was 
73%.  However, we noticed that they assess the 
‘relevance’ of the essay to the prompt, referred to 
as “coherence”. They use cosine similarity for this 
purpose; however, it is important to note that this 
measure alone cannot be considered significant in 
this context. For example, if a student responds by 
rewriting the prompt one or more times, in this 
case the similarity will be high, and the answer is 
considered ‘relevant” then noted as well 
consistent.  
 
In their work, Azmi et al (2019) present an 
approach based on latent semantic analysis (LSA), 
Rhetorical structure theory (RST) and other 
features. What is notably distinctive about this 
approach is their focus on the essay’s contextual 
level, which is concretely reflected in the criterion 
they call ‘writing style’. This includes various 
criteria such as essay cohesion, checking for 
duplicate sentences, the presence of vernacular 
terms, and the total length of the essay. However, 
they did not assess the relevance of the response 
to the prompt. According to the results presented 
in the article, this approach achieves a correlation 
of 0.759 with teachers’ scoring.  
 
Alqahtani et al (2020) propose an approach based 
on support vector regression (SVR). They create 
specific models for each evaluation criterion, i.e., 
spelling, structural coherence, style, and 
punctuation. These models use different types of 
features. The final essay evaluation is obtained by 
combining the results of different individual 
models. This approach involves the essay’s 
context by assessing its structure and coherence. 
The evaluation of coherence entails measuring 
how well the essay’s parts are related to the title 
and the cohesion between the parts of the essay. 
As a result, it achieves a notable increase in the 
correlation rate with expert evaluation, reaching a 
score of 0.87.   
 
 
Another recent proposal in Arabic is presented by 
Alobed et al (2021). This approach is based on the 
support vector machine (SVM) and Arabic 
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wordnet. This proposal focuses on the semantic 
analysis of essays and is via the integration of 
Arabic Wordnet. However, the authors did not 
detail the results. 

The Essay’s Relevance to the Prompt  

 

The analysis of previous works targeting AES 
systems has shown that several studies did not 
consider the concept of ‘relevance to the prompt’. 
In the case where it was addressed, its evaluation 
has been limited to using cosine similarity 
between the essay and the prompt as in Alobed et 
al.’s work (2021), or it was regarded as an element 
of ‘coherence’ as explored in the study by 
Alqahtani et al (2019). 
 
Taking inspiration from previous works and 
considering their limitations, this article presents 
a novel approach for scoring ‘the essay’s relevance 
to the prompt” within the context of automated 
essay scoring systems in Arabic language. We 
propose an approach based on the BERT 
algorithm and enhanced with handcrafted 
features. 
 
In fact, the deep learning algorithm BERT has 
demonstrated its performance in terms of 
contextual text processing. This algorithm is 
trained on a large corpus and can be used directly 
or fine-tuned on a new corpus, even of small size. 
BERT’s key strength lies in its ability to represent 
words within their contexts. Hence, the same 
word can have different representations 
depending on its context of use. For the Arabic 
language, diverse versions trained on Arabic 

corpora are available. Notable examples include 
the proposals by Antoun et al (2020), Safaya et al 
(2020), Abdul-Mageed et al (2020), and Inoue 
(2021). All these advantages encouraged us to 
choose BERT. 
 
On the other hand, to ensure that our work doesn’t 
only remain theoretical, but rather is performed 
usefully in practice, the selection of handcrafted 
features was not arbitrary. We based on the 
criteria set by the Tunisian Ministry of Education 
(Fig 1). Noteworthy, the assessment of relevance 
 is a fundamental criterion in (in Arabic "الملاءمة")
the evaluation of essays. The starting point for 
evaluating an essay is whether a response (essay) 
conforms to what it was asked to do (prompt). If a 
student’s response diverges significantly from the 
assigned topic, further evaluation of other levels 
becomes unnecessary. Therefore, we processed to 
investigate some primary education teachers to 
discern the essential points to consider when 
assessing an essay’s relevance. Three key criteria 
emerged from this discussion: the compatibility 
between the requested theme and that addressed 
in the response, the respect of the type of text 
requested (narration, description, or dialogue) 
and the sharing of some keywords. We will detail 
these features in the following sections.  
 
It should be highlighted that essays are presented 
as long texts in response to open-ended questions. 
Moreover, our approach supports open prompts 
and is not restricted to a single prompt or domain. 
Refer to Figure 1 for several examples of prompts 
considered in our work.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Communications of the IBIMA                                                                                                                                                4 

_________________________________________________________________________________________ 
 

______________________ 
 
Rim AROUA MACHHOUT And Chiraz BEN OTHMANE ZRIBI, Communications of the IBIMA, 
https://doi.org/10.5171/2024.176992 

  
  

 
 

Fig 1. Prompts examples from our dataset 

 

Proposed “BertRelevance” Architecture  

 

Our idea is to develop a system called 
“BertRelevance”, extending the architecture of 
BERT introduced by Devlin et al (2018). We enhance 
BERT with handcrafted features and incorporate on 
top additional stacked Multi-Layers Perceptron 
(MLP), taking inspiration from Gu et al (2021). Bert 
is tasked with analyzing the contextual 
representation of inputs, while the MLP are 
responsible for predicting the appropriate score. 
Since, the Arabic-language version of BERT is 
trained on relatively small corpora, we decided to 
strengthen our model’s learning by incorporating 
handcrafted features. However, it should be noted 
that, regarding Devlin et al (2018), a shortcoming of 
BERT lies in its limited input capacity of 512 words. 
Given that our task involves the manipulation of 
long texts, the simple concatenation of the essay and 
prompt in the system input as done by Beseiso et all 
(2021) is impossible. To overcome this limitation, 
we adopted a two-step approach, as follows:  
 

• Features extraction: In this step, we extract the 
contextual representation of the prompt based 
on AraBERT, an Arabic-language version of 
BERT proposed by Antoun et al (2020). This 
vector is denoted as ‘Prompt_Emb’. Then, from 
the essay and the prompt, we extract various 
features to form a vector of features called 
‘Vector_Features’, which we will describe in 
more detail later in Section 3.2.  

 
• Score prediction: The essay is initially analyzed 

by BERT, in our case AraBERT, the Arabic-
language version. The token [cls] obtained 
encapsulates the contextual representation of 
the essay. At this stage, we integrate the two 
previously prepared vectors, ‘Prompt_Emb’ and 
‘Vector_Features’ resulting in the 

“Combined_Vector” as shown in Figure 4. This 
will be transmitted to the second part of our 
system, namely the MLP, which are responsible 
for predicting the appropriate score. Figure 2 
illustrates the overall architecture of the system
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Fig 2. BertRelevance Architecture 

Vector_Features  

 

As mentioned in the previous section, the 
“Combined_Vector” is the concatenation of the 
contextual representation of the essay wrapped in 
the token [cls], “Prompt_Emb” representing the 
prompt and “Vector_Features” covering the 
handcrafted features. The selection of these features 
was established based on the recommendations of 
primary school teachers in Tunisia. We identified 
three, namely the topic similarity, keywords 
similarity, and conformity response type. 
Additionally, we computed the semantic similarity 
between the essay and the prompt. 
We developed a specific model for each criterion, 
which we will detail below.  
 
a. Topic scoring: the first feature consists of 

evaluating the conformity of the topic covered 
in the student’s answer to the topic addressed 
in the prompt. Indeed, the formulation of 
prompt generally follows a structure in two 
parts: the context (‘ السند’) and the directive 
 has ,’السند‘ ,The first part .(see Figure 1) (’التعليمة‘)
the role of introducing the situation and 
context of issue. Thus, offering the student a 

better understanding of the overall framework 
of the prompt. On this basis, we compare the 
topic introduced in the prompt (in ‘السند’ more 
precisely) with the one discussed in the 
student’s essay. To perform this, we employed 
BERTopic, a topic modeling technique based 
on the BERT algorithm developed by 
Grootendorst (2020) [21]. We utilize its pre-
trained version on the Arabic corpus proposed 
by Abuzayed et al (2021) [22]. Based on the 
theme extracted from both essay and prompt, 
we calculate a score denoted as “Score_Topic”. 

 
b. Keywords scoring: The sharing of some 

keywords between the essay and the prompt 
can indicate whether the student’s response is 
in alignment with the question. This is known 
as the use of the same linguistic lexicon (in 
Arabic “ استخدام نفس المعجم اللغوي”). Using KeyBERT 
introduced by Grootendorst M (2020) [23], we 
extracted two lists of keywords, one for the 
response and the second for the prompt. We 
then constructed a matrix based on these two 
lists, with each cell filled by the cosine 
similarity value between each pair of 
keywords. A score is subsequently computed 
from this matrix and is denoted as “Score_KW”. 
See Figure 3. 
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Fig. 3. Keywords scoring matrix 

 

c. Essay type scoring: writing production exams 
for 5th and 6th-grade of primary school in 
Tunisia cover three types of texts: narrative, 
descriptive and dialogue. As previously 
mentioned, the prompt statement is divided 
into two parts: the context (‘السند’) and the 
directive (‘التعليمة’). In the directive, the type of 
text that the student must write is specified 
(see Figure 1). We have thus developed an 
algorithm which assigns a score, called 
“Score_RepType”. This score is granted a  

 
value of 1 if the student’s response respects the 
type required in the prompt, and 0 otherwise. 
In fact, a narrative text is composed of verbal 
phrases. Where the number of verbs, especially 
action verbs, should be predominant. 
Additionally, a narrative text is marked by the 
presence of at least one disruptive element. 
The pseudo-code of the function that tests 
whether an essay is narrative or not is 
illustrated in figure 4. 

 

 
 

Fig. 4. Pseudo-code for the ‘test_narrative’ function 

 
On the other hand, to categorize a text as a 
dialogue, it must contain at least one dialogue 
verb, an expression of opinion and two or more 
dialogue punctuations. Figure 5 clarifies the 

pseudo-code of the test dialogue function. A 
descriptive text is characterized by the 
presence of several adjectives, pronouns, 
adverbs of time, place, and manner. 
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Fig 5. Pseudo-code for the ‘test_dialogue ' function 

 
 

Semantic similarity scoring: in order to 
improve reliability, we have chosen to calculate 
the semantic similarity between the essay and 
the prompt. This decision is backed by the review 
conducted by Ramnarain-Seetohul et al (2022) 
[24] as well as the comparative study led by 
Odunta et al (2018) [36]. We opted for cosine 
similarity, and we will refer to this feature as 
Score_Sim”. 

Extensible version: Our system is extensible 
(Figure 6), which means we can incorporate an 
additional model response or suggested 
correction given by teachers. This additional 
response, customized to provide an ideal 
response to the prompt, has the potential to 
further enhance the results. 
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Fig. 6. Extended BertRelevance architecture  

We consequently add features modeling the 
relationship between the essay and the model 
response, which we identify with index ‘2’. As a 
result, the structure of the combined vector will 
be as represented in Figure 6. 

Where: 
ModRep_Emb: the embedding vector 
representing the model response. 
Score_Topic2: the score determined by 
evaluating the conformity of topics between the 
essay and the model response. 
Score_KW2: the score granted for keyword 
similarity between the essay and the model 
response. 
Score_SS2: the cosine similarity between the 
essay and the model response. 

Experiments and evaluation 

Dataset 

 

 
The problem of insufficient data is a major 
concern for many researchers in Arabic NLP. In 
some cases, this leads to the unavailability of 
open-source dataset, while in other cases, data 
quality is unsatisfactory.  

 
We have also encountered this problem, with the 
absence of an open-source dataset for long essays 
in the Arabic language. Consequently, we set out 
the task of constructing our own dataset. To do so, 
we started by limiting our target in order to 
guarantee a unified and adapted evaluation grid 
for all copies. We chose to consider the responses 
of students in the 5th and 6th years of primary 
education. Because these levels are almost similar 
and follow the same evaluation grid defined by the 
Tunisian Ministry of Education (figure 7).  

 



9                                                                                                                                             Communications of the IBIMA 
_________________________________________________________________________________________ 

 

_______________________ 
 
Rim AROUA MACHHOUT And Chiraz BEN OTHMANE ZRIBI, Communications of the IBIMA, 
https://doi.org/10.5171/2024.176992 

 

 

Fig 7. Scoring scheme for 5th and 6th grades  

We collected 260 essays on different topics. The 
length of the essays varied between 366 and 19 
words. All copies were retyped on the computer 
exactly as they were handwritten, including the 
same errors. Each essay was evaluated by a 
primary school teacher based on the criteria in 
Figure 7. However, upon analyzing the collected 
data, we observed that our data presented two 
downsides:  

limited size and an imbalance. To solve these 
problems, we use the “Random Over Sampling” 
(RO) method as implemented by Branco (2022) in 
the ‘Imbalanced Learning Regression’ Python 
package. We were finally able to increase our 
dataset from 260 unbalanced essays to 380 
balanced essays as shown in Figure 8.  
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Fig 8. Dataset distribution 

Experimental setup 

 

In this section, we present our multiple 
experiments. We conducted tests on different 
versions of our model to study the impact of  
 

 
adding features on the relevance score prediction 
results. We maintain the basic structure of our 
model and vary the inputs, consequently 
modifying the “Combined_Vector” each time, as 
illustrated in Table 1.  

Table 1. Combined_Vector variations 

 

**Prompt_Features: features extracted from essay and prompt, ModRep: model response, 
ModRep_Features: features extracted from essay and model response  
 

We proceeded to test our model in two main 
stages: first by inputting the prompt with the 
essay (Test N° 1,2 and 3) then by integrating the 
model response in addition (Test N° 4,5 and 6). 
 

 
In test N°1, we introduced the prompt along with 
the essay (Prompt_Emb). Then, in Test N°2, we 
integrated in addition the various features 
extracted from the essay and prompt 
(Prompt_Features).  Furthermore, in Test N°3, we 

Test 

N° 

Input Vector combined  

1 Essay + Prompt [Essay_emb, Prompt_Emb] 

2 
Essay+  
Prompt + Prompt_Features  

[Essay_emb, Prompt_Emb, Score_Topic, Score_KW, 
Score_RepTyp, Score_Sim]  

3 
Essay +   Prompt_Features  [Essay_emb, Score_Topic, Score_KW, Score_RepTyp, 

Score_Sim]  

4 
Essay +  
Prompt + Prompt_Features + 
ModRep+ ModRep_Features 

[Essay_emb, Prompt_Emb, Score_Topic, Score_KW, 
Score_RepTyp, Score_Sim, RepMod_Emb, Score_Topic2, 
Score_KW2, Score_SS2]  

5 
Essay +  
Prompt_Features +         
ModRep + ModRep_Features  

[Essay_emb, Score_Topic, Score_KW, Score_RepTyp, 
Score_Sim, RepMod_Emb, Score_Topic2, Score_KW2, 
Score_SS2]  

6 
Essay +  
Prompt_Features + 
ModRep_Features 

[Essay_emb, Score_Topic, Score_KW, Score_RepTyp, 
Score_Sim, Score_Topic2, Score_KW2, Score_SS2] 
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excluded the prompt and kept the essay with the 
features representing the relationship between 
the essay and the prompt (Prompt_Features). 
 
In Test N°4, we extended our approach by adding 
to the inputs of Test N°2 a model response 
(ModRep_Emb) as well as the features extracted 
from the essay and this response 
(ModRep_Features). We then excluded the prompt 
in Test N°5. Finally, in  
 
Test N°6, we only associated the features linked to 
the prompt (Prompt_Features) and those linked to 
the model response (ModRep_Features). 

Scoring metrics  

 

To evaluate the results of the various experiments 
carried out, we used the Pearson’s correlation 
metric noted ‘r’ (1). As highlighted by Plevris et al 
(2022), this is the most commonly used metric in 
the context of regression, as it measures the 
strength of the relationship between two 
variables. The Pearson correlation assigns a value 
of 1 in the case of a positive correlation, and -1 in 
the case of a negative correlation. The closer the 
value is to zero, the more independent the 
variables are. In our case, this measure tells us the 
degree to which the grade predicted by our system 
matches the grade awarded by the teachers. 
  

r  =
∑ (α-ᾱ)(y-ȳ)

�∑ (α-ᾱ)² ∑�y-ȳ�2
     �1� 

 

Hyperparameters 

 

We experimented with various 
hyperparameters’ settings to optimize  

 
our results. After evaluating multiple 
combinations of these parameters, we identified 
the most effective settings which are summarized 
in table 2. 

Table 2. Selected values 

 

 

 

 

 

 

 

Experimental results  

 

We present in the following table the results of various experiments conducted: 

Table 3. Experimental results 

 

Test 

N° 

Inputs   Correlat

ion 

1 Essay + Prompt 0.48 

2 Essay+ Prompt + Prompt_Features 0.73 

3 Essay + Prompt_Features  0.77 

4 Essay + Prompt + Prompt_Features + ModRep + 
ModRep _Features 

0.85 

Test N° 1, 2, 3 4, 5, 6 

Embedding  AraBert 

Loss function PRelu 

Activation 
function 

MSE 

Batch size  1 

Epochs  50 

Learning rate 0.0001 0.001 

Optimizer  Adamax (lr=2e-3, 
eps=2e-5)  

Adamax (lr=3e-3, 
eps=2e-5) 
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5 Essay + ModRep + Prompt_Features + 
ModRep_Features  

0.88 

6 Essay + Prompt_Features + ModRep_Features 0.80 

  
To evaluate the performance of our 
“BertRelevance” model, we conducted an initial 
series of tests. We began by incorporating both the 
prompt and the essay, which resulted in a 
correlation of 0.46. Then the addition of features 
extracted from both inputs significantly improved 
the results, reaching a correlation of 0.73. In the 
subsequent test, by removing the prompt as an 
input, we achieved a correlation of 0.77. 
 
Based on this series of tests, we can observe that 
including the features enhances BERT’s ability to 
predict the appropriate score. However, for 
better orientation, it is more interesting to 
provide only the features essential to the task. 
 
We continue with a second series of experiments 
in which we enrich our inputs with a model 
response. Initially, we added to the triplet (essay, 
prompt, and features) the model response 
(ModRep) along with the features 
(ModRep_Features) extracted from both the essay 
and this response. This resulted in a significant 
improvement, with the correlation rising to 0.85. 
In the next test, we removed the prompt, but kept 
the features extracted from it. In this 
configuration, we obtained our best result with a 
correlation of 0.88. Finally, we explore the 
possibility of removing both the prompt and the 
model response, while retaining only the features 
(Prompt_Features and ModRep_Features) 
associated with the essay. In this case, the 
correlation was 0.80. 
 
According to the results of the second series of 
tests, they assure us that the choice of adding 
features must be made judiciously. 
 
From our analysis of our various experiments, it’s 
clear that including handcrafted features 
significantly improves BERT’s performance. This 
can be explained by the fact that these features 
represent additional pertinent information for the 
relevance scoring which boosts the model and 
improves the correlation. 
 
However, it is important to note that the selection 
of features to be integrated should be made 
prudently. At times, the incorporation of 
inappropriate features can lead to confusions in 
BERT’s learning process. In our case, the model 
response embedding is beneficial as it provides 

additional information useful for relevance 
detection. While the prompt embedding may not 
be as informative as this information is already 
present in the context of the essay. Here, the 
prompt embedding is redundant information 
which is already implicitly captured in the context. 
This duplication of information can disrupt model 
training, leading to a decrease in correlation. 

Conclusion 

 

In this paper, we have presented a new approach 
for scoring the relevance of the essay content 
regarding the prompt, in the context of automated 
essay scoring system. Our proposal deals with 
essays in the form of long Arabic text and is based 
on the deep learning algorithm BERT (specifically 
AraBERT), enhanced by handcrafted features. Our 
proposal has achieved promising results, with a 
correlation of 0.88 with human score. The various 
tests we carried out show that adding features can 
considerably improve results. This can be 
explained by the fact that the Arabic version of 
BERT is pre-trained on a considerably limited 
corpus. As a result, these carefully selected 
features play a strengthening role. Therefore, if we 
assume that BERT’s pre-training corpus is 
sufficiently large, this type of features helps to 
guide BERT in its training. Finally, based on our 
experience, we conclude that the use of BERT, 
enhanced with handcrafted features for scoring 
the relevance of Arabic essays to the prompt, 
presents encouraging prospects. However, it is 
essential to highlight the importance of making a 
careful choice when selecting handcrafted 
features.  

 
In light of these promising results, we intend to 
continue improving our performance by exploring 
potential new features and expanding our training 
dataset. In the long term, our aim is to integrate 
this work into a larger project dedicated to the 
automatic scoring of Arabic language essays.  
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