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Abstract 

Student dropout is a critical issue with diverse consequences for the success of students, 

universities, and society. By delving into the factors behind dropout rates and leveraging 

predictive methodologies, universities and policymakers can develop targeted interventions to 

reduce dropout rates. Despite the progress in this area, limitations remain, including narrow 

research scopes, a reliance on traditional academic factors, and limited integration of qualitative 

perspectives. This paper highlights these gaps and provides actionable recommendations for 

future research, such as incorporating explainable AI, expanding sample populations, and 

integrating diverse factors like psychological health and cultural in;luences. 
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Introduction		

Student dropout is the process of students 

leaving their educational institution before 

obtaining their degree (Tinto, 1994). High 

dropout rates are a critical concern for 

educational institutions in terms of planning, 

reputation management, and resource 

allocation. According to Hanson (2024), up to 

39% of undergraduate students in the United 

States do not complete their degree program, 

which illustrates the signi;icant challenges 

and obstacles many students face in their 

education. The decision to dropout of 

university is in;luenced by different factors, 

including academic performance, 

socioeconomic background, health issues, and 

lack of support. Understanding these factors is 

crucial for developing effective interventions 

and support initiatives to reduce dropout 

rates and enhance student retention.  

 

In recent years, the use of machine learning 

and deep learning techniques has made 

signi;icant advancements in predicting 

student dropout and identifying at-risk 

students (Agrusti et al., 2020; Kemper et al., 

2020). Using these techniques, researchers 

and educational institutions can proactively 

intervene and reduce student dropout rates. 

Moreover, the emergence of eXplainable 

Arti;icial Intelligence (XAI) provides a 

transparent framework for analyzing 

predictive models and understanding key 

factors behind dropout predictions 

(Alwarthan et al., 2022; Delen et al., 2023). XAI 

also enables educational institutions to make 

informed decisions and implement tailored 

strategies to reduce student dropout.  

 

The paper aims to shed light on key factors 

in;luencing student dropout and offer 

valuable insights to enhance prediction 

methods, ultimately informing more effective 

strategies for improving student retention. 

The paper is organized as follows: the ;irst 

section discusses factors contributing to 

student dropout; the second section explores 

the application of machine learning and deep 

learning in student dropout; the third section 

examines the role of eXplainable Arti;icial 

Intelligence (XAI) in student dropout; the 

fourth section addresses the limitations and 

future directions; and the ;inal section 

provides the conclusion.  

Factors	Contributing	to	Student	Dropout		

Researchers identified various factors 

contributing to student dropout. According to 

Gonzalez-Nucamendi et al. (2023) and 

Mnyawami et al. (2022), age is among the 

important factors in predicting student 

dropout. When comparing dropout rates by 

gender, a significant difference was observed 

by Fauszt et al. (2023) with 489 females and 

1362 males dropping out from a total of  1851 

students. Similarly, Cocoradă et al. (2021) 

concluded that males have a higher intention 

to drop out compared to females. 

Furthermore, according to Ashour (2019), 

males are often seen as the primary 

breadwinners, and this can place pressure on 

young males to drop out of the university to 

financially support their families. Some male 

students attempted to balance work and 

university but struggled with the conflict 

between attending classes and working, 

which eventually led them to drop out. This 

issue is also emphasized by both Kim et al. 

(2023) and Kocsis and Pusztai (2020), who 

stated that student employment increases the 

dropout rate. Moreover, Kumar et al. (2023) 

revealed that dropout rates were notably high 

among married female students and 

especially among those from lower 

socioeconomic backgrounds. In Ashour’s 

study (2019), female participants reported 

that their decision to dropout is influenced by 

their marriage and child responsibilities. On 

the other hand, Zahra (2020) found that 

female students who postponed marriage 

until the later stages of their education had a 

lower likelihood of dropping out.  

Furthermore, Singh and Alhulail (2022) 

identified academic performance as the most 
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contributing factor to student dropout, noting 

that early academic difficulties often lead to 

dropout. Similarly, Nurmalitasari et al. (2023) 

and Kim et al. (2023) highlighted the 

significance of academic satisfaction and 

academic performance in predicting student 

dropout. Tanvir and Chounta (2021) also 

indicated that performance-based 

characteristics, such as grades, are stable and 

reliable factors of student dropout. Moreover, 

Tamada et al. (2022), Costa et al. (2020), and 

Shynarbek et al. (2021) suggested that 

academic performance data can be used in 

predicting student dropout with high 

accuracy. Likewise, Demeter et al. (2022) 

emphasized the importance of GPA and 

completed credit hours in predicting student 

graduation.  

For a comprehensive understanding of factors 

contributing to student dropout, Table 1 

summarizes the various factors studied and 

the results of the studies on the most 

contributing factors.

	

Table	1:	Summary	of	the	Most	Contributing	Factors	to	Student	Dropout	

 

Ref Field Aim Studied Factors Contributing Factors  

(Gonzalez-

Nucamendi et 

al., 2023) 

Tecnológico de 

Monterrey 

in Mexico. 

Determine 

students at 

risk of 

dropping 

out. 

Age and university-

related 

information. 

Academic performance, 

average grade, student 

age, English level, and 

the dropped subjects in 

the early weeks. 

(Mnyawami et 

al., 2022) 

Schools in 

Tanzania, 

Uganda, and 

Kenya. 

Student 

dropout 

prediction. 

Demographics, 

language, parent’s 

education and 

occupation, 

number of children, 

distance, income, 

student marks, 

school cost, and 

infrastructure. 

“Student marks (57%), 

student age (18%), 

distance (7%), and 

number of children 

(5%)”. 

(Fauszt et al., 

2023) 

Neptun 

Student 

Administration 

System. 

Predict 

Student 

Attrition. 

Demographics, 

number of passive 

semesters, work 

schedule, type of 

;inancing, and 

region of residence. 

Credit rate, Passive 

semesters, Term mark 

rate, Term mark 

average, Number of 

subjects taken, Exam 

mark rate, and Exam 

mark average. 
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(Cocoradă et 

al., 2021) 

The Forestry 

Study 

Programs in 

Romania. 

Analyze 

Dropout 

Intention 

and 

Motivation. 

 

Socio-demographic, 

relationship 

between the 

student and 

teachers, dropout 

intention, 

perceived 

competence, and 

barriers to 

completion. 

Male students are more 

likely to dropout than 

female students. 

Students with 

admission GPAs of 

seven or lower and 

those from families 

with low income also 

show a higher 

likelihood of dropping 

out. 

(Ashour, 

2019) 

Emirati 

students 

Analyze the 

dropout 

factors. 

Cultural and 

nation-speci;ic 

themes of Emirati 

students. 

Early marriage 

obligations, well-paying 

job opportunities (for 

citizens), and ;inancial 

problems (for 

foreigners). 

(Sangyun Kim 

et al., 2023) 

Gyeongsang 

National 

University. 

Student 

Dropout 

Prediction. 

Academic, 

personal, facility 

use history and 

website use history. 

Grade ranking, 

completed credits, 

department, grade 

average, and university 

website login count. 

(Kumar et al., 

2023) 

Adolescents in 

Bihar and 

Uttar Pradesh. 

Identify 

factors of 

dropout 

among 

adolescents. 

Demographics, 

social, and 

economic factors. 

Discrimination based 

on gender, early 

marriage, and working 

at a young age.  

(Singh and 

Alhulail, 2022) 

First-year 

students in 

;ive Ethiopian 

public 

teachers 

training 

colleges 

(TTCs). 

Predicting 

Student-

Teachers 

Dropout 

Risk. 

Personal, academic, 

and socioeconomic 

factors. 

Academic performance, 

academic reasons for 

choosing TTC, and 

aspirations factors. 

(Nurmalitasari 

et al., 2023) 

 Private 

universities in 

Central Java, 

Indonesia. 

Identify 

factors of 

dropout. 

Personal, 

institutional, and 

socioeconomic 

factors. 

Personal and family 

economic factors, 

academic performance, 

and satisfaction. 

(Sean Kim et 

al., 2023) 

Polytechnic 

Institute of 

Portalegre. 

Student 

Dropout 

Prediction. 

Demographic, 

academic, 

socioeconomic, and 

macroeconomic 

factors. 

Academic factors are 

the most contributing 

factors. 
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Machine Learning and Deep Learning in 

Student Dropout  

Machine Learning (ML) and Deep Learning 

(DL) are branches of artificial intelligence that 

offer powerful models for analyzing student 

data and predicting dropout rates. A recent 

comparative study by Villar and De Andrade 

(2024) applied different machine learning 

models such as Decision Tree, Support Vector 

Machine (SVM), Random Forest (RF), 

Gradient boosting, XGBoost, CatBoost, and 

LightGBM to assess their performance in 

predicting student dropout. The study found 

that boosting algorithms, including LightGBM 

and CatBoost, outperformed traditional 

classification techniques with an accuracy 

(AUC) exceeding 0.90. Similarly, in the study 

by Fernández-Garcı́a et al. (2021), boosting 

algorithms demonstrated their superiority. 

The researchers utilized Gradient Boosting, 

RF, SVM, and Ensemble models at different 

stages of prediction. Their findings showed 

that the Gradient Boosting model is the best 

model to use at the time of enrollment while 

SVM achieved a recall of 91.5% in detecting 

students likely to drop out by the end of the 4th 

semester. Additionally, Naseem et al. (2019) 

use an ensemble of Random Forest with 

different cross-validation techniques to 

predict dropout for first-year undergraduate 

CS students in the South Pacific. Results show 

that the accuracy of both models was higher 

than 80%, but the Random Forest model with 

5-fold cross-validation has better Sensitivity 

and Kappa score. Furthermore, Revathy et al. 

(2022) utilized different machine learning 

models such as SVM, LDA, LR, and KNN. 

Compared to other ML models, KNN achieved 

a higher accuracy of 97.6%.  

Moreover, many researchers believe that 

students decide whether to drop out or 

remain at university in their first year. 

Therefore, several studies have focused on 

predicting dropout rates among first-year 

students (Delen et al., 2023; Niyogisubizo et 

al., 2022; Singh and Alhulail, 2022). For 

example, Bonifro et al. (2020) applied Linear 

Discriminant Analysis (LDA), SVM, and RF to 

predict dropout among first-year 

undergraduate students. The average 

accuracies for each model were 74% for LDA, 

76% for SVM, and 68% for RF. However, the 

results of this prediction cannot be 

generalized across all university levels. In a 

study conducted by Delen et al. (2023), a 

multilayer perceptron (MLP), a type of deep 

learning model, was employed to predict 

freshman student dropout, achieving an 

accuracy rate of 88.4%. Similarly, Melo et al. 

(2022) utilized an MLP to predict student 

dropout, resulting in a higher accuracy of 

97%. In addition, Mnyawami (2022) applied 

different machine learning models, including 

MLP, to predict student dropout in schools 

across Tanzania, Uganda, and Kenya. In this 

study, the MLP achieved an excellent accuracy 

of 96%. Moreover, Alwarthan et al. (2022) 

employed several models ANN, SVM, and RF 

to predict at-risk students, with performance 

varying across different datasets. The highest 

accuracies achieved were 98.816% for ANN, 

98.731% for SVM, and 99.662% for RF. Table 

2 provides a comparative analysis of the 

different models applied in student dropout 

prediction.  
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Table 2: Summary of ML and DL in Student Dropout 

 

Ref Field Model(s) Results 

(Delen et al., 

2023) 

Midwestern 

University in the 

United States. 

Multi-layer perceptron 

(MLP). 
Accuracy: 88.4%. 

(Alwarthan et 

al., 2022) 

 

Preparatory year at 

Imam Abdulrahman 

bin Faisal University. 

ANN, SVM, and Random 

Forest. 

Accuracy: 
• ANN (98.8%) 

• SVM (98.7%) 

• RF (99.6%) 

(Mnyawami 

et al., 2022) 

Schools in Tanzania, 

Uganda, and Kenya. 

Random Forest, Decision 

Tree, KNN, AdaBoost, 

Multilayer Perceptron, 

Naı̈ve Bayes, SGD, and 

Logistic Regression. 

Accuracy: 
• RF and AdaBoost 

(97%) 

• DT, LR, and MLP 

(96%) 

• KNN (95%) 

• NB and SGD (93%) 

(Villar and De 

Andrade, 

2024) 

Polytechnic Institute 

of Portalegre. 

Decision Tree, Support 

Vector Machine, Random 

Forest, Gradient boosting, 

XGBoost, CatBoost, and 

LightGBM. 

LightGBM and CatBoost 

performed better than 

the traditional 

classi;ication techniques 

with an AUC exceeding 

0.9. 

(Fernandez-

Garcia et al., 

2021) 

Engineering students 

at a Spanish public 

university. 

Gradient Boosting, 

Random Forest, Support 

Vector Machine, and 

Ensemble. 

• Average accuracy: 

81% 

• SVM has a higher 

recall of 91.5% to 

detect students 

dropping out at the 

end of the 4th 

semester. 

(Naseem et 

al., 2019) 

First-year 

undergraduate CS 

students in the South 

Paci;ic. 

Ensemble of two Random 

Forest with different 

cross-validation 

techniques. 

       Accuracy: 

• Model 1 with 5-fold 

(81.7%) and has 

better Sensitivity 

and Kappa scores. 

• Model 2 with 10-fold 

(80%) 

(Revathy et 

al., 2022) 

VISTAS University in 

India. 

Support Vector Machine, 

LDA, Logistic Regression, 

KNN. 

 Accuracy: 

• SVM (94%) 

• LDA (94.7%) 

• LR (95.9%) 

• KNN (97.6%) 
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(Niyogisubizo 

et al., 2022) 

Students registered in 

preparatory lessons 

at Constantine the 

Philosopher 

University. 

Stacking ensemble: The 

;irst layers Random 

Forest, XGBoost, and 

Gradient Boosting. The 

second layer is FNN. 

Accuracy: 92.18%. 

(Del Bonifro 

et al., 2020) 

First-year 

undergraduate 

students for 11 

institutions. 

Linear Discriminant 

Analysis, Support Vector 

Machine, and Random 

Forest. 

Average of accuracy: 
• LDA (74%) 

• SVM (76%) 

• RF (68%) 

(Melo et al., 

2022) 

Federal Institute of 

Rio Grande do Norte 

(IFRN). 

Multi-layer perceptron 

(MLP). 
Accuracy: 97%. 

Explainable Arti*icial Intelligence (XAI) in 

Student Dropout  

Explainable AI (XAI) was developed to solve 

the black-box nature of the machine learning 

models and make them more understandable 

and transparent (Hassija et al., 2024). 

According to Delen et al. (2023), while Local 

Interpretable Model-Agnostic Explanations 

(LIME) ef;iciently provide local importance 

scores for each instance, they do not ensure 

the same level of accuracy and consistency as 

SHapley Additive exPlanations (SHAP). 

Consequently, they employed SHAP to provide 

“features of overall importance SHAP scores” 

and “individual-speci;ic features of SHAP 

scores”. A recent study by Villar and De 

Andrade (2024) applied SHAP to better 

understand the effects of various factors in 

predicting student dropout. The method was 

speci;ically applied to CATBoost and 

LightGBM algorithms, and the study provides 

a visual representation of the top ten factors 

and their importance scores. Baranyi et al. 

(2020) utilized SHAP and permutation 

importance techniques to determine the 

factors in;luencing dropout probability and 

identi;ied the 12 most signi;icant contributing 

factors based on the models' analysis. 

Additionally, Alwarthan et al. (2022) applied 

LIME, SHAP, and the Global Surrogate model. 

They also provide a written and visual 

explanation for each of the techniques used. 

Melo et al. (2022) de;ine 14 metrics of the XAI 

framework for the school dropout problem, 

then they calculate the XAI explainability 

index for each explainer to compare them. The 

results indicate that SHAP has the highest XAI 

explainability index of 78%. Where LIME has 

57% and Shapley Values has 35%. Table 3 

summarizes the models used and the XAI 

techniques applied to interpret the models’ 

results.   
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Table 3: Summary of Explainable AI in Student Dropout 

 

Ref Field Model(s) XAI Technique 

(Delen et al., 2023) 
Midwestern University in 

the United States. 
MLP. SHAP. 

(Villar and De 

Andrade, 2024) 

Polytechnic Institute of 

Portalegre. 

Decision Tree, SVM, RF, 

Gradient boosting, 

XGBoost, CatBoost, and 

LightGBM. 

SHAP. 

(Baranyi et al., 

2020) 

Budapest University of 

Technology and 

Economics. 

FCNN, TabNet, and 

BaggingFCNN. 

SHAP and 

Permutation 

Importance. 

(Alwarthan et al., 

2022) 

Preparatory year at 

Imam Abdulrahman bin 

Faisal University. 

ANN, SVM, and Random 

Forest 

LIME, SHAP, and 

the Global 

Surrogate. 

(Melo et al., 2022) 
Federal Institute of Rio 

Grande do Norte (IFRN). 
MLP. LIME and SHAP. 

Limitations and Future Directions 

The limitations of existing research in the ;ield 

of student dropout prediction are notable. 

Primarily, many studies focus on speci;ic 

universities, which limits the generalizability 

of their results to broader and more diverse 

student populations. Additionally, most 

research focused on traditional academic 

factors, which alone cannot fully explain the 

complexity of student dropout. Moreover, 

methodological constraints in several studies, 

such as small sample sizes, biased data 

collection methods, outdated datasets, or 

limited model evaluation techniques can 

affect the reliability and generalizability of the 

;indings. Furthermore, there is a lack of 

qualitative research that directly incorporates 

the perspectives and experiences of students 

who have dropped out, which could provide 

deeper insights into the reasons behind their 

decisions. To address these limitations and 

guide future research directions, researchers 

should consider incorporating advanced 

technologies such as Large Language Models 

(LLMs). Additionally, more studies should 

integrate explainable AI (XAI) techniques to 

enhance the transparency and interpretability 

of predictive model results. Future research 

should also expand the scope of sample 

populations and develop predictive models 

that target student dropout on a national level. 

This is crucial for obtaining more 

comprehensive and generalizable results 

within speci;ic countries. Furthermore, future 

studies should consider including factors that 

have been highlighted in statistical research 

such as psychological health, language 

barriers, and cultural differences. 

Incorporating these factors into dropout 
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prediction models would help assess their 

signi;icance and impact. Moreover, translating 

research ;indings into actionable policies is 

necessary to bridge the gap between 

theoretical insights and practical 

implementation. By overcoming these 

limitations and following these future 

directions, the quality of research in the ;ield 

of student dropout prediction can be 

signi;icantly enhanced.   

Conclusion  

In conclusion, this paper has explored 

different factors contributing to student 

dropout, highlighting the importance of 

academic performance, demographic 

characteristics, and social factors in dropout 

prediction. In addition, the paper discussed 

several studies that used machine learning, 

deep learning, and explainable AI to predict 

and understand student dropout, which 

showed promising results in helping 

universities implement effective interventions 

to reduce dropout rates. However, several 

limitations of the existing studies were 

identi;ied, including the narrow scope of the 

populations studied, the need to consider a 

broader range of factors, the lack of research 

considering the dropped-out students’ 

opinions, and the limited use of explainable AI. 

Future research should expand the scope to a 

national level, apply advanced models, 

incorporate new factors, and focus on 

translating research ;indings into actionable 

insights and strategies.   
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