Predicting Economic Crisis using Financial to Real Sector Disproportion: Theory And Evidence
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Abstract

The paper analyzes the possibility of implementing the financial/real sector ratio as a predictor of economic crisis using evidence based upon US economy data (volumes of financial and real sectors of the economy estimated for each year between 1867 and 2014). The study suggests that the implementation of this predictor requires the use of quantum-based approach (i.e. Heisenberg uncertainty principle) aiming to evaluate disproportions between financial and real sectors of the economy to use the corresponding ratio as an indicator of upcoming economic crisis. Thus, the suggested theory is based upon developmental theory and quantum theory, while the evidential part of the study includes the evaluation of financial and real sectors’ dynamics by means of graph analysis and wavelet transform. The quantitative results support the hypothesis that the ratio between the financial and real sectors of the economy, assessed by means of wavelet transform, can be used as a predictor of economic crisis 4-5 years prior to its occurrence. Wavelet transform also allows indicating the possible intensity of the upcoming crisis.
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Introduction

The study of Cecchetti and Kharroubi (2015) had indicated that the growth of financial sector has a negative impact on real sector economy growth, which can be found in almost every sector of the economy. Their findings distort the basic equation describing economic equilibrium: Fischer's equation, and thus open the door for seeking a new theory aiming to explain contemporary economy development. Similar results were acquired by Studwell (2013), who emphasized the need to control the financial sector in order to grow, and named liberalization of financial sector one of the most important obstacles for economic growth - in the case of the most promising Asian economies. Both studies outline the role of the financial sector and seem to overthrow the dominance of Fischer's equation: if not controlled, the financial sector can grow much bigger and suppress the real sector. Still, both studies prove the fact, but do not shed light on the
origins of such interactions between financial and real sectors.

In the study of 2014 (Svirina et al., 2014), it is proposed that the stage of the economic cycle at a time point can be defined on the basis of the ratio between the financial and real sectors of the economy. A growth stage is observed when there is parity between those sectors, which means that the amount of consumption within the economic system is equal to the amount of investment. A recession begins when the financial and real sectors become highly unbalanced – and this comes in line with the findings of Cecchetti and Kharrourbi who captured the quantitative proof of such misbalance.

Putting together these findings, we suggest that the phenomenon Cecchetti and Kharrourbi (2015) are observing relates to the end of the economic cycle, and indicates that currently the disproportion between financial and real sectors is large enough to say we are in the world of quantum economy. We have tested this hypothesis both with statistical analysis and using wavelet transform: the results can be found below.

**Literature Review**

Theoretical methodologies addressing and incorporating economic cycles (and economic crises as a part of economic cycle) were designed to explain typical economic fluctuations over time and to systematize the diverse and inconsistent retrospective data on economic development. Currently, there are a number of theories premised upon economic cycles that analyze problems ranging from global economic development to single enterprise development. Their common feature is that they posit that development is cyclical rather than pendular (Hansen, 1951).

The main measuring parameter implemented in cyclical-wave methodology is time, which is seen as the indicator that characterizes a sequence of specific events. According to this parameter, the length of social systems’ cycles can be divided into three groups: the macrolevel, the mesolevel, and the microlevel. Thus, the duration of the “industry cycles” introduced by S. Kuznets (Kuznets, 1965) or the “innovation lifecycle” introduced by J. Schumpeter (Schumpeter, 1939) can vary from a few months to a few decades. Karl Marx’s “cycle of main capital turnover” (Marx, 1990) can last 50-60 (or more) years—the duration of the cycle depends on the period of service that is appropriate for a certain type of main capital. Kondratiev’s waves (Kondrat’yev, 1989), which are considered by researchers to be international phenomena, have a duration of 50-60 years. There have also been a number of attempts to identify the relationship between wars and business cycles or between business cycles and the dynamics of industrial production. A number of studies have attempted to link values and business cycles (Eusepi & Preston, 2011). It is also notable that the studies that link non-economic factors with business cycles typically employ theories that employ Kondratiev’s waves, which are usually associated with global economic cycles. All of the above mentioned cycles are bound to include a stage of economic crisis, but the length of growth, stagnation and crisis periods still remain uncertain, and existing research does not suggest any specific approach towards the estimation of cycle length and does not propose clear identification of global economic cycles’ preconditions, and evaluates a significant number of possible pre-conditions.

The other important issue to study in order to reveal possible pre-conditions for crisis is uncertainty evaluation. As suggested by existing literature, uncertainty level should be estimated in order to improve the quality of economic and managerial predicting models that had for a long while been one of the major problems of business research. Analysis of existing literature reveals that the main tools used to reduce uncertainty in measuring company performance include: use of factor analysis and definition of the main factors affecting the result variable (Lorsh & Allen, 1973), defining predictors of economic agents’ behavior (Downey & Slocum, 1973), implementation of smoothing and buffering (Lev, 1975), estimation of shocks to define probable uncertainties (Jurado et al., 2013), use of appropriate statistical distribution (Sweeney et al.,1987) or external forecasters (Boero et al., 2008). Still, the suggested instruments, as it is proven by the mentioned authors, can be used only in certain cases – while in the
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other situations they do not provide any effect in reducing uncertainty.

The other proposition made in Svirina et al. (2014) considers the following. Analysis of global economic system development in the last 40 years shows that a number of fundamental principles of classical political economy, such as, for example, the deterministic laws of supply and demand (Goncaves, 2012) do not explain facts provided by empirical evidence. This was outlined by a number of research studies that tried to develop an alternative model of economic growth on the basis of quantum principles (Cencini, 2001; Sobey, 2012; Ternyik, 2012); and on the basis of their research we make the following proposal: classical political economy is based on deterministic principles, while modern economy has a quantum nature - therefore the main principles of classical theory are proven in the modern world only with a certain probability.

**Methodology**

Heisenberg principle states that “the position and the velocity of an object cannot both be measured exactly, at the same time, even in theory” (Heisenberg, 1927), and is considered by physicists to be a consequence of wave/particle duality that appears on the microlevel of the physical world (an illustration of this principle can be seen on Figure 1).

![Figure 1: Visualization of Heisenberg principle (Uncertainty principle, 2013)](image)

In physics this principle applies to estimation of position and velocity of electron, and an analogue can be found in socio-economic systems when we try to measure the potential (an analogue of energy/velocity) and efficiency (actual position) of socio-economic systems. The main effect retrieved from physics is that if potential or efficiency are fixed in time, one is either unable to measure socio-economic system's potential or efficiency. In order to estimate the range of efficiency for resources performance on the basis of acquired data, we performed wavelet transformation on the basis of original signal. According to the recommended procedure (Astaifjeva, 1996; Chun-Lin, 2013; Mallat, 1998), continuous wavelet transform is carried out by convolution of the analyzed signal (function) from two-parametrical wavelet function (see Eq. 1).

\[
W (a, b) = \int_{-\infty}^{\infty} f(t) \cdot \psi_{a,b}^*(t) \, dt
\]

\(\psi_{a,b}^*(t)\) is a complex interfaced volume.
The basis of wavelet transform is derived from the mother wavelet by means of scaling and shifting (see Eq.2).

$$\psi_{a,b} = \frac{1}{\sqrt{a}} \psi \left( \frac{t - b}{a} \right)$$

(2)

\(a\) - the large-scale coefficient defining the width of a wavelet, \(b\) - the shift parameter defining the provision of a wavelet on an axis \(t\).

Wavelet transform allows to analyze the thin structure of signals as the mobile time-and-frequency window, which equally well marks out low frequency and high frequency signal components and thus have a big advantage over the analysis of signals’ local features - the latter are absent at Fourier's transformation.

For the purposes of this study, we have chosen Morlet wavelet, which has narrow spectral range and considerable duration in a time domain (see Eq.3):

$$\psi (x) = e^{-x^2/2} \cdot \cos (5x)$$

(3)

This mother wavelet suits best the basic purpose of the study as it allows evaluating long periods of time and the narrow range of the basic independent variable.

**Main Findings**

When time is viewed as an independent variable for economic cycle modeling, one should explain why cycles of the same type differ significantly in terms of their duration. For example, a Kondratiev wave can last from 40 to 60 years (Korotayev & Tsirol, 2009). Thus, such models would have little accuracy in predicting the beginning of the next stage or the next cycle because the maximum duration of the cycle is 1.5 times greater than its minimum duration. This point has been discussed in a number of studies (Rothbard, 1984). The same feature inheres in other types of business cycles: a Kitchin cycle can last from 3 to 4 years (33% deviation between minimum and maximum duration), a Juglar cycle can last from 7 to 11 years (57% deviation), and a Kuznets cycle can last from 15 to 25 years (66.7% deviation). Thus, the average error of the prognosis model based on a time-based business cycle model is 51.68%, which is unacceptably high for a model. This leads to a conclusion, that time is possibly only a descriptive statistical measure that can be used to describe economic cycles, and can not be viewed as an independent variable – hence, a predictor which would allow evaluating economic cycles, is necessary.

According to our previous research (Svirina et al, 2014), conversion point from classical to quantum economy is defined in our opinion by the ratio between the volumes of real and financial sectors of the economy: in case there is parity between those, the laws of classical economy operate; if these sectors are highly disproportional - the laws of quantum economics start operating. This can be formalized in the following way (see Eq.4):

$$MV = PQ + h * PQ = PQ * (1 + h)$$

(4)

where \(MV\) – the volume of stock of money and quasi-money (financial aggregates) corrected by the turnover speed of this total stock, monetary units; \(PQ\) – the volume of real sector of the economy, defined as a sum of goods and services produced, corrected by the price, monetary units; \(h\) – parameter, characterizing disproportion between the financial and real sectors of the economy.

Such approach allows eliminating the problem of immeasurability of financial sector volume at a certain time point.

For the purposes of this study we have estimated the ratio between the financial and real sectors of economy volume as a possible predictor of economic crisis, and evaluated the data on the US financial and real sector volumes from 1867 to 2013. GDP was viewed as the volume of real sector, while the financial sector volume was estimated as the turnover of financial institutions and quasi-monetary instruments, acquired from the open source (US Bureau of Census, 2014). The evaluation of this ratio on a time-scale can be seen on Figure 2.
As it can be seen from Figure 2, direct evaluation of the suggested predicting factor does not allow revealing any tendency; corresponding results were achieved on the basis of correlation analysis. Visual comparison of financial/real sector ratio to GDP also does not show any kind of trend to predict economic crisis (see Figure 3).

Thus, we applied the above described approach based on wavelet analysis to estimate whether the processing of the signal (financial/real sector ratio) would allow estimating the tendency to predict the possibility of economic crisis in the case of the US. The results of the analysis performed with Morlet wavelet are presented in Fig. 4.
To implement this analysis, we propose that changes in the financial sector occur with high level of uncertainty as stated by Heisenberg (1927).

As it can be seen from Figure 4, financial/real sector ratio can serve as predictor of major economic crises: on the scalogram at the level of 50 (which evaluates intensity), one can see three visualized versions of the crisis: first one appears from year 60 to 80 (1927-1947) which reflects the Great Depression and the World War II, the red center of the oval-shaped figure which refers to the upcoming Energy crisis, and the final red-centered figure which refers to the economic crisis of 2007-2013. However, the predictor indicates the start of crises at an earlier stage than it had revealed (1927 for the Great Depression, 1967 for the Energy crisis and 2004 for the last financial crisis) – thus, we can consider this predictor to evaluate the upcoming crisis with higher probability than the existing tools. It is also worth mentioning that wavelet transform also allows evaluating intensity: it can be seen from Figure 4 that the last economic crisis appeared to be more intensive than the Great Depression or the Energy crisis.

Thus, we suggest that the economic cycle stage (regarding long term cycles) is defined by the ratio of real to financial sector volumes. A growth stage is observed when there is parity between the two sectors, meaning that the amount of consumption within the economic system is equal to the amount of investment. A recession begins when the financial and real sectors become highly unbalanced; this is in line with the findings of Cecchetti and Kharroubi (2015), who captured the quantitative proof of such imbalance.

One can also notice bigger shapes on 130 levels of intensity, which we consider to be long waves reflecting changes in economic formations, but the limited data which are used for this study do not allow making justified conclusions on the issue.

**Discussion and Limitations**

The first finding of our study, which has theoretical implications, is the suggested quantum approach towards economic crisis possibility estimation, which evaluates the financial sector as the one changing with the level of volatility that can not be explained within deterministic paradigm. The second finding which enriches existing literature in economic crisis evaluation by suggesting to use financial/real sector volume ratio as a predictor of economic crisis along with wavelet transform, which reveal certain tendencies on the global level. The third finding of the paper is the use of wavelet transform to evaluate economic data, which can provide research with the results that...

---
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can not be identified by traditional methods. Finally, the proposed approach allows foreseeing economic crisis 4-5 years prior to active stage of the crisis, thus the implication to practice is acquiring extra time to prepare for the crisis, and in certain cases to propose regulation changes to avoid major problems in country development.

The main limitation of the study is that we used only the data on the US financial and real sectors of the economy, hence our findings may be relevant only to this country's economy rather than be a universal trend. The second limitation comes from the sources of data: the financial sector of the US was evaluated between 1967 and 2014, but the structure of this sector, which might affect the estimated volume, had changed significantly during 147 years – hence a few assumptions were made to provide financial volume assessment with the same methodology along this timeline. Though measures were taken to decrease possible mismatches, these could appear and decrease the significance of the findings.

According to the limitations' state, the following trends for future research can be estimated. First, the findings are to be tested with the data from other countries besides the US along the same timeline. Second, alternative methods of financial sector volume estimation are to be considered to eliminate the possibility of inadequate estimation along the timeline. Third, it should be investigated, what type of crisis appears on the higher levels of intensity, as this possibly might be a change of economic formations.

Further research should also address the time issue and evaluate the possibility that relativity laws from quantum physics also apply to economic situations, thus distorting the understanding of economic agents on the time left to upcoming crises.
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